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Probabilistic Knowledge



Preface


This book argues that credences can be knowledge. Say you have .5 credence that a certain coin landed heads, .6 credence that your friend Jones smokes, and .3 credence that your friend Brown smokes. I argue that each of these credences can be knowledge, in just the same way that your full beliefs can be knowledge. Traditional epistemology has focused on the epistemic status of full beliefs in propositions, such as the proposition that you are not dreaming, or that God exists, or that you have hands. But in addition to having knowledge of black and white propositions, we have knowledge that comes in every shade of grey.


This book is about credences, but not just about credences. More generally, it is about probabilistic beliefs. For instance, I argue that you can know that it might be raining outside, where this epistemic modal belief cannot be reduced to full belief in any proposition. Similarly, your conditional beliefs and conditional credences can be probabilistic knowledge. Also, this book is about knowledge, but not just about knowledge—it is also about belief and assertion. There is something common to credences, epistemic modal beliefs, conditional beliefs, conditional credences, and so on. The contents of these attitudes are sets of probability spaces over propositions, or probabilistic contents. Just as tradition holds that you believe and assert propositions, I hold that you can believe and assert probabilistic contents. Hence probabilistic contents play a central role not only in epistemology, but in the philosophy of mind and the philosophy of language as well.


Accepting that we can believe, assert, and know probabilistic contents has significant consequences for a wide range of contemporary debates. For instance, my arguments about probabilistic belief support a novel account of the relationship between full belief and credence. As I defend the claim that we can assert probabilistic contents, I develop and defend a formal semantics for epistemic modals and probability operators, as well as a formal semantics for indicative conditionals. Along the way, I give arguments that challenge the celebrated connection between indicative conditionals and conditional probability. In later chapters of the book, I discuss several arguments for the claim that we can perceive probabilistic contents, including arguments informed by Bayesian models of human visual perception. I develop several knowledge norms governing rational belief and action, including norms that have implications for what you should believe when you find out that you disagree with an epistemic peer. I spell out a precise interpretation of the claim that the resources of standard decision theory are inadequate when it comes to decisions about whether to have transformative experiences. I defend perceptual dogmatism from the objection that it is inconsistent with Bayesian principles of rational updating.


Along with many philosophical questions, probabilistic knowledge also helps us answer questions of interest to broader audiences. For instance, accepting probabilistic knowledge should prompt us to rethink common negative evaluations of stereotypically female speech. Probabilistic knowledge plays an important role in legal standards of proof, such as the standard of proof beyond a reasonable doubt. The fact that legal proof requires probabilistic knowledge explains why merely statistical evidence is insufficient to license a legal verdict of guilt or liability. Finally, probabilistic knowledge can be used to explain why acts of racial profiling violate not only moral norms, but also epistemic norms. I hope that in addition to moving many philosophical debates forward, this book will also help move them outward, by identifying practical and political problems to which my central claims may be usefully applied.


Some readers with limited time may be interested in reading selected portions of the book. Epistemologists will hit many important highlights by reading chapter 1, sections 3.5–6, and chapter 5 through 7. Philosophers of language will find it useful to focus on chapter 1–4, chapter 6, and sections 7.4–5. For anyone wishing to read a condensed version of this book, say for one meeting of a graduate seminar or a reading group, I recommend sections 1.1–2, 2.2, 5.6, 5.8, and 6.2–3, with the possible addition of section 2.1 for readers unfamiliar with the literature on epistemic modals, and sections 5.9 and 10.4–5 for readers interested in practical applications of probabilistic knowledge. The main ten chapters of the book are accessible to readers with no background in formal semantics; the appendix is an additional chapter for linguistically-minded readers who would like this book to turn it up to eleven.


Some of the ideas in chapter 3 and 4 of this book appear in “On the Semantics and Pragmatics of Epistemic Vocabulary,” Semantics and Pragmatics vol. 8, no. 5 (2015). Some of the ideas in chapter 5 appear in “Epistemology Formalized,” Philosophical Review vol. 122, no. 1 (2013). The other seven chapters are almost entirely new. I am grateful to have gotten feedback on my book manuscript from a variety of audiences, including the philosophy departments at Harvard, MIT, Ohio State, Pittsburgh, Princeton, Purdue, Rutgers University–New Brunswick, University of California at Berkeley, University of North Carolina at Chapel Hill, University of Southern California, University of Texas at Austin, University of Wisconsin at Madison, and Yale. I have also benefited from comments from audiences at the 2015 workshop on Bayesian Theories of Perception and Epistemology at Cornell University, the Lofoten Epistemology Conference, the 2016 Northern Illinois University Graduate Conference, the 2014 Philosophical Linguistics and Linguistical Philosophy Workshop, the 2014 Rutgers Semantics Workshop, the 24th Semantics and Linguistics Theory Conference, and the 2014 University of Chicago Linguistics and Philosophy Workshop.


In addition to these groups, many individuals provided me with helpful comments on early drafts of material in this book. For helpful discussion and insight, thanks to Maria Aarnio, Liz Anderson, Andrew Bacon, Gordon Belot, Catrin Campbell-Moore, Fabrizio Cariani, Dave Chalmers, Keith DeRose, Josh Dever, Marcello Di Bello, Cian Dorr, Tom Dougherty, Daniel Drucker, Julien Dutant, Kenny Easwaran, Allan Gibbard, Alex Guerrero, Caspar Hare, Scott Hershovitz, Jonathan Jenkins Ichikawa, Jim Joyce, Ezra Keshet, Jason Konek, Ofra Magidor, Ishani Maitra, David Manley, John Morrison, Jessie Munton, Bob Pasnau, Laurie Paul, Richard Pettigrew, Jim Pryor, Peter Railton, Hans Rott, Laura Ruetsche, Jeff Russell, Paolo Santorio, Miriam Schoenfield, Mark Schroeder, Moritz Schulz, Janum Sethi, Ted Sider, Susanna Siegel, Alex Silk, Julia Staffel, Jason Stanley, Zoltán Szabó, Katia Vavova, Brian Weatherson, Roger White, Malte Willer, Robbie Williams, and Seth Yalcin. I am grateful to several undergraduate and graduate research assistants who performed valuable detective work and time-consuming copy-editing tasks: David Boylan, Kevin Craven, Daniel Drucker, Samia Hesni, Zoe Jenkin, Allison Lang, Alexandra Newton, Jonathan Sarnoff, and Joe Shin. The writing of this book was supported by a Charles A. Ryskamp Research Fellowship from the American Council of Learned Societies, and by a Summer Writing Grant from the ADVANCE Program at the University of Michigan.


A number of people were generous enough to read nearly all of this book as it was in preparation. I am grateful to the students in my Fall 2015 graduate seminar, who endured a much less fun version of the manuscript with tremendous enthusiasm and insight. Thanks also to Andy Egan, Branden Fitelson, Dan Greco, Alan Hájek, John Hawthorne, Brian Hedden, Dilip Ninan, Susanna Rinard, Bob Stalnaker, Eric Swanson, and Tim Williamson, each of whom significantly influenced my choices about what to include in this book by contributing insights about my arguments and about how to best present them.


Finally, my family deserves special thanks. I am grateful to my sister, Katie Moss, whose passionate and indefatigable work as a public defender inspired my interest in legal standards of proof. I am grateful to Liem and Oliver for a steady supply of laughter. Above all, I am grateful to Eric Swanson, not only for reading this book but for living with it for the past three years. He is an inspiration, both as a philosopher and as a person, and I know with certainty that I could not have written this book without his support.
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Probabilistic Knowledge



1


 The case for probabilistic contents




1.1 Probabilistic beliefs


Traditional theories of assertion and knowledge traffic in full beliefs. That grass is green, that you have hands, that you are not dreaming: these are propositions you can believe, assert, and know. In addition to these full beliefs, you have probabilistic beliefs. You may have .5 credence that a certain coin landed heads, for instance. You have high credence that you have hands, and you have low credence that you are dreaming. How should our theories of assertion and knowledge incorporate these probabilistic beliefs? This book defends three central theses. The first is a thesis in the philosophy of mind: we can believe probabilistic contents. The second is a thesis in the philosophy of language: we can assert probabilistic contents. The third is a thesis in epistemology: we can know probabilistic contents.


For example, say you believe your friend Smith smokes, while you have .6 credence that Jones smokes and .3 credence that Brown smokes. Just as your full belief that Smith smokes can be knowledge, your .6 credence that Jones smokes can be knowledge, and so can your .3 credence that Brown smokes. The same goes not just for simple assignments of credence but for more complicated probabilistic beliefs, such as your belief that Jones is more likely to smoke than Brown, your belief that it is between .5 and .7 likely that Jones smokes, and the conditional probability judgment that if Smith smokes then it is fairly likely that Jones does too. These probabilistic beliefs can all be knowledge, namely probabilistic knowledge.


The starting assumption of this book is that we have probabilistic beliefs, the sort of beliefs that are best represented using probability spaces.1 Say you ask Smith, “On a scale of one to ten, how likely is it that Jones smokes?” and also “How likely is it that Jones doesn’t smoke?” Suppose Smith says “Nine!” both times. Then there is something intuitively wrong with Smith. This intuition is naturally explained by the assumption that Smith has beliefs that ought to reflect the laws of probability, which entail that the negation of a likely proposition is unlikely. The same can be said when Smith bets on long odds that Jones smokes and then also bets that she doesn’t. In many ordinary situations, our decisions are informed by certain sorts of opinions, the sorts of opinions that Bayesian epistemologists are in the business of stating norms for. According to Bayesian tradition, these opinions are best represented using probability spaces.2


A word of caution: the probabilistic beliefs that I have been talking about are not full beliefs in propositions about probabilities. For instance, they are not merely full beliefs about what is likely given your evidence. They are not full beliefs about objective chance facts. As some might put it, your probabilistic beliefs include your partial beliefs, degrees of belief, degrees of confidence, or subjective probabilities. These sorts of beliefs stand apart from your full beliefs, or outright beliefs. The simplest examples of probabilistic beliefs are credences, which are subjective probabilities measured on a scale from 0 to 1. In addition to credences, though, you also have more complicated probabilistic beliefs that supervene on your credences. When you have .6 credence that Jones smokes and .3 credence that Brown smokes, for instance, your credences thereby have another property, namely assigning higher probability to Jones smoking than Brown. To put it another way, when you believe that it is .6 likely that Jones smokes and that it is .3 likely that Brown smokes, you thereby believe that Jones is more likely to smoke than Brown. This second description of your three beliefs may sound like it is describing full beliefs about probabilities of some sort or other. But on the theory of probability operators defended in this book, it is just another way of describing your credences and your comparative probabilistic beliefs.


Some of my central theses are more radical than others. The thesis that we can assert probabilistic contents is arguably more radical than the thesis that we can believe probabilistic contents, and the thesis that we can know probabilistic contents is more radical still. Accordingly, the majority of this book is dedicated to defending probabilistic assertion and probabilistic knowledge. I defend these two theses using independent arguments for each thesis, as well as conditional arguments for each thesis that presuppose the other thesis. The resulting probabilistic theories of assertion and knowledge are logically independent, but they are strongest when accepted as a package.


The central theses of this book not only support each other, but also support my starting assumption that we have probabilistic beliefs. A number of theorists have recently argued that we do not have any probabilistic beliefs such as credences. For some, skepticism about credences might be motivated by the thought that the contents of belief must be potential contents of assertion, together with the thought that only the contents of full beliefs are fit for assertion. For others, skepticism is motivated by the thought that the contents of belief are the sort of contents that can be knowledge, together with the thought that only full beliefs can be knowledge. For instance, Holton 2014 encourages skepticism about credences by saying that “a belief is either a piece of knowledge or a failed attempt at knowledge … But since knowledge is itself an all-out state, this only adds to the force of what is said here,” namely that “we cannot form credences at all” (34). These arguments against credences are undermined by my development of theories of assertion and knowledge in which credences play a central role. Knowledge may be first, as Williamson 2000 would say. But that does not mean that credences have to be second.


In this chapter, I argue for my first central thesis: we can believe probabilistic contents. In §1.2, I argue that probabilistic contents play certain theoretical roles traditionally assigned to contents of belief. In §1.3, I defend my assumption that the contents of belief are indeed the objects that play these roles. In §1.4, I discuss the relationship between full belief and probabilistic belief. In §1.5, I adapt my arguments for referentialist and relationist theories of belief, and I discuss theories of de se belief according to which no one sort of content plays all of the roles mentioned in §1.2. In short, this chapter discusses several foundational debates about content, motivating probabilistic contents of belief for a broad range of positions in these debates.




1.2 An argument for probabilistic contents of belief


The starting assumption of this book is that we have probabilistic beliefs. The first central thesis of this book concerns the nature of these beliefs. What sorts of objects are the contents of probabilistic beliefs, and what sorts of attitudes do we have toward these contents? What I have said so far is consistent with two different accounts. Suppose that you have .6 credence that Jones smokes. This could be a complex attitude with a simple content. The complex attitude is believing to degree .6. The simple content is just the proposition that Jones smokes. Alternatively, your probabilistic belief could be a simple attitude with a complex content. The simple attitude is just the attitude of believing. The complex content is the content that it is .6 likely that Jones smokes. This content is not a proposition, but a probabilistic content. By definition, a probabilistic content is a set of probability spaces. For example, the content that it is .6 likely that Jones smokes is the set containing just those probability spaces with measures that assign .6 to the proposition that Jones smokes. The first central thesis of this book states that the complex content account is correct. The correct analysis of probabilistic beliefs requires enriching the contents of belief, as opposed to enriching the attitudes that we have toward these contents.


The opposing complex attitude account is commonly presupposed in discussions of probabilistic belief. For example, Hájek 2013 says that “to the extent that a sentence is appropriate to be the content of a belief-like attitude (such as a degree of belief), it must have truth conditions, and the attitude concerns those conditions being met” (148). Hájek assumes that to have various credences is to have various belief-like attitudes, distinct from the simple attitude of belief. In addition to theorists like Hájek who are friendly to credences, the complex attitude account is also presupposed by some skeptics about credences, as they argue that the complex attitude account does not describe any attitudes that ordinary subjects actually have. For example, Holton 2014 assumes that according to the credence picture, “our beliefs are essentially probabilistic. This is because probability is … in the attitude of belief itself” (14). The syntactic structure of credence ascriptions encourages this way of thinking. When we say that you have .6 credence in a certain proposition, we mention a simple content, and we appear to say that you have some complex attitude toward it.3


At first, the complex attitude account may appear simpler than the complex content account, since the former can represent your .6 credence without appealing to anything as structured as a set of probability spaces. This appearance of simplicity fades away, though, when we consider more complex probabilistic beliefs. For example, suppose that you have higher credence that Jones smokes than that Brown smokes, conditional on Smith smoking. In colloquial terms, you believe that if Smith smokes, then it is more likely that Jones smokes than that Brown does. On the complex content account, you have a belief with a probabilistic content, namely the set of probability spaces that assign higher probability to Jones smoking than Brown, conditional on Smith smoking. On the complex attitude account, your attitude is much more complicated. Just as your .6 credence is an attitude with one simple content, your conditional belief is an attitude with three simple contents. Just as you can have the “believing to degree .6” attitude toward one content, you will have the “believing that the first is more likely than the second, given the third” attitude toward the three propositional contents of your conditional belief. There are an unlimited number of belief-like attitudes, many determining different asymmetric relations between their contents. For example, there is an attitude of believing that the first content of your attitude is three times as likely as the second content, given that either the third content is at least .6 likely or the fourth content is less likely than the fifth. And so on. Just like the simple attitude account, the complex attitude account must appeal to structured entities in order to explain what it means to have certain probabilistic beliefs. On the complex attitude account, the relevant structured entities are the “belief-like” attitudes.


If the rival accounts of probabilistic belief are equally complicated, why endorse the complex content account? There are two premises that together entail the thesis that the contents of belief can include probabilistic contents. The first premise is that the contents of belief just are whatever objects play certain theoretical roles. The second premise is that probabilistic contents play those roles. In the rest of this section, I outline four theoretical roles that are traditionally ascribed to contents of belief, and I argue that probabilistic contents play all of them.


The first role played by contents of belief concerns explanations of action. The fact that agents believe the same content often helps explain why those agents act the same way. The fact that Jones and Smith each open up their umbrellas is explained in part by the fact that they believe the same content, namely that it is raining. The fact that Lois Lane looks up and searches the sky on several occasions may be explained in part by the fact that she believes the same content on all those occasions, namely that Superman is flying through the sky above her. For many theorists, explaining action is part of the job description for the notion of content they are interested in. For instance, Block 1991 “simply assumes that the rationale for narrow content is (causal) psychological explanation,” and observes that this is “how the notion of narrow content has generally been understood, both by its proponents and opponents” (36).4


In addition to theories about relations between belief and action, contents of belief play important roles in theories about relations between beliefs. For instance, at a first pass, subjects agree about something just in case they believe the same content, and disagree just in case they believe inconsistent contents. MacFarlane 2014 elaborates: “Asked what disagreement is, I suspect many philosophers’ first answer will be what we might call The Simple View of Disagreement. To disagree with someone’s belief that p is to have beliefs whose contents are jointly incompatible with p” (121). Suppose that Jones and Smith are standing together in the middle of Harvard Square. Jones believes that some nearby bar serves coffee, and Smith believes that coffee is not served in any nearby bar. According to the Simple View, the fact that Jones and Smith disagree is explained by the fact that they believe inconsistent contents. Suppose that miles away in Boston, Brown believes that some nearby bar serves coffee. Smith and Brown do not thereby disagree about anything. According to the Simple View, the fact that they do not disagree is explained by the fact that they believe consistent contents.


A third theoretical role for contents of belief concerns relations between beliefs held by one subject at different times. At a first pass, you change your mind just in case you believe some content at one time and later believe some content that is inconsistent with it. In other words, you change your mind when you disagree with your earlier self. Smith intuitively changes his mind if Jones convinces him that some nearby bar serves coffee, since then the contents of his earlier and later beliefs are inconsistent. By contrast, Smith does not change his mind if he travels to Boston and then comes to believe that some nearby bar serves coffee, since his Harvard Square belief and his Boston belief have consistent contents. Just like facts about disagreement, intuitive facts about changing your mind are grounded in facts about the contents of beliefs.


Finally, in addition to relations between beliefs held by different subjects and beliefs held at different times, contents of belief play an important role in grounding rational relations between beliefs held by one subject at one time. For instance, ideal rationality demands that your beliefs be consistent. At a first pass, your beliefs are consistent just in case they have consistent contents, and inconsistent just in case they have inconsistent contents. In other words, rationality demands that you do not disagree with yourself. Similarly, ideal rationality may demand that your beliefs be closed under entailment, where this relation between beliefs is grounded in entailment relations between their contents. For instance, if Jones believes that some nearby bar serves coffee, then she may be rationally required to believe that at least one bar serves coffee, since the content of the former belief entails the content of the latter.


I have described four theoretical roles played by the contents of belief. Each of these roles can be played by probabilistic contents. For starters, the fact that agents believe the same probabilistic content can help explain why those agents act the same way. Jones and Smith may each grab an umbrella as they leave the house simply because they each have some fairly high credence that it will rain. If they act the same way in virtue of believing the same content, then this content must be a probabilistic content, namely the set of probability spaces that assign some fairly high probability to the proposition that it will rain. Lois Lane may look up and search the sky simply because she has at least .3 credence that Superman is flying above her. If she searches the sky in virtue of believing a certain content, then this content must be a probabilistic content, namely the set of probability spaces that assign at least .3 probability to the proposition that Superman is flying above her.5


Could it be that ultimately Jones and Smith each grab an umbrella only in virtue of sharing some full belief in a certain proposition? To spell out the intended example more carefully, we may suppose that Jones and Smith are agnostic about whether it will rain, neither believing this content nor its negation. In addition, suppose that Jones and Smith do not have any higher-order beliefs about their evidence, and hence a fortiori they do not have any common beliefs about what their evidence supports. Could there nevertheless still be some other proposition that both Jones and Smith believe? Could there be some proposition believed by all and only those subjects who act as if they have a fairly high credence that it is going to rain? Could their common full belief in this proposition explain why these subjects go around grabbing umbrellas, canceling picnics, and more generally doing whatever actions would have highest expected utility for them if they had a fairly high credence that it was going to rain?


Imagine a world with two demi-gods. The demi-gods believe exactly the same propositions. Every proposition that they believe is true, and they believe almost every true proposition. In particular, only two worlds are possible given what the demi-gods believe. In exactly one of these worlds, it will rain later. Although the demi-gods believe the same propositions, they do not have the same probabilistic beliefs. The first assigns .7 credence to the rainy world and .3 credence to the sunny world. The second assigns .3 credence to the rainy world and .7 credence to the sunny world. Accordingly, only the first demi-god grabs an umbrella before leaving the house. There is no proposition believed by only the demi-god with a fairly high credence that it will rain. The fact that the demi-gods act differently is not explained by the fact that they believe different propositions, but by the fact that they believe different probabilistic contents.6


The case of the demi-gods is a fanciful illustration of an important moral. Because credences stand apart from full beliefs in propositions, the latter opinions cannot always be substituted for the former in explanations of action. To state a more serious argument in a similar spirit: probabilistic beliefs figure in intuitive explanations of action under conditions of uncertainty. In explaining actions, one may sometimes charitably interpret agents as acting on full beliefs in accordance with principles of instrumental reasoning. But one may sometimes charitably interpret agents as acting on probabilistic beliefs in accordance with principles of standard decision theory. Insofar as your actions are explained by appealing to the contents of your beliefs, decision-theoretic explanations of your actions must appeal to probabilistic contents of belief.


Probabilistic contents also play important roles in theories of agreement and disagreement. The expression ‘peer disagreement’ is routinely used to describe subjects with different credences in propositions, and this is not some unfortunate misnomer. Suppose that Smith has .6 credence that Jones smokes and Brown only has .3 credence that Jones smokes. Smith and Brown agree that it is at least .3 likely that Jones smokes. But Smith and Brown also intuitively disagree about some questions. For example, they disagree about whether it is at least .5 likely that Jones smokes. If Smith and Brown disagree just in case they believe inconsistent contents, then these contents must be probabilistic. Smith believes the set of probability spaces that assign at least .6 probability to the proposition that Jones smokes, for instance, and Brown does not.


Could it be that ultimately Smith and Brown disagree only in virtue of believing inconsistent propositions? If Smith and Brown have exactly the same evidence, for instance, then they might disagree about some propositions, namely propositions about what their shared evidence supports. In order to isolate the sort of disagreement I am concerned with, we may suppose that Smith and Brown do not have any disagreement of this kind. Suppose that Smith and Brown agree about exactly what credences are supported by any particular body of total evidence. Smith and Brown may nevertheless end up with different credences that Jones smokes, namely in virtue of having different evidence at their disposal. There is an intuitive sense in which Smith and Brown thereby count as disagreeing about the likelihood that Jones smokes. In fact, Smith may disagree with Brown even if he believes that Brown has perfectly rational credences given her total evidence, namely because Smith believes that Brown’s total evidence is misleading. The sense in which Smith and Brown disagree simply in virtue of having different credences is the sense that is relevant as you are forming your own credence that Jones smokes. It is the sense in which you must pick sides, the sense in which you cannot agree with them both.


In addition to grounding relations of agreement and disagreement, probabilistic contents ground relations between your beliefs over time. In short, there is an intuitive sense in which changing your credence is changing your mind about something. As Block 1986 puts it, “what corresponds to change of mind in the Bayesian perspective just is change of degree of belief” (631). Suppose that you have .6 credence that Jones smokes and then you come to have .3 credence that she smokes. Then intuitively, you have changed your mind about something. As you might put it, first you believe that Jones probably smokes, and then you believe she probably doesn’t. If changing your mind just amounts to believing inconsistent contents at different times, then changing your mind by changing your credence amounts to believing inconsistent probabilistic contents at different times.


Finally, probabilistic contents play an important role in grounding rational relations among your beliefs at a given time. Just as ideal rationality demands that your full beliefs be consistent, the same goes for your probabilistic beliefs. For instance, it is inconsistent to have .6 credence that Jones smokes while also having .6 credence that she doesn’t. If having inconsistent beliefs just amounts to believing inconsistent contents, then having these inconsistent probabilistic beliefs amounts to believing inconsistent probabilistic contents, namely the set of probability spaces that assign .6 probability to the proposition that Jones smokes and the set of probability spaces that assign .6 probability to its negation. Similarly, suppose that you have .6 credence that Jones smokes and .5 conditional credence that Brown smokes if Jones does. Then ideal rationality may require you to have at least .3 credence that Brown smokes. On the complex content account, this rational requirement has an elegant and familiar explanation, namely that the contents of the first two beliefs entail the content of the third. Even setting aside requirements of ideal rationality, suppose you start with some justified credences and then competently reason your way to others. On the complex content account, your resulting credences are justified for exactly the same reason that full beliefs are justified by inference, namely because you are justified in believing contents that you competently deduce from other contents that you justifiedly believe.


To sum up where we stand: the contents of belief are traditionally assumed to play various theoretical roles, such as explaining rational action, or grounding relations of disagreement or inconsistency between beliefs. These claims about the roles played by contents of belief are usually taken to illuminate theoretical notions, such as what constitutes rational action, disagreement, or inconsistency between beliefs. But insofar as we have some independent grasp of these theoretical notions, the same claims can be understood to illuminate the notion of content itself. Having taken this turn, we have repeatedly seen that the theoretical roles for contents of belief can be played not only by propositions, but also by sets of probability spaces over propositions. To put the point another way, there are indeed well-established credence-based theories of rational action, disagreement, and inconsistency between beliefs. We can use these theories to identify the contents of probabilistic beliefs. When we do, we find that the complex content account is correct. Probabilistic beliefs are beliefs with probabilistic contents.




1.3 The roles played by contents of belief


The simplest objection to my §1.2 argument for probabilistic contents of belief comes from the steadfast advocate of the complex attitude account. According to this objection, the theoretical roles described in §1.2 can indeed be played by something other than propositions. However, that does not mean that the contents of belief can be anything other than propositions. Rather, it means that the theoretical roles can be played by something other than the contents of belief. For example, according to the steadfast advocate of the complex attitude account, it is false that subjects agree about something in virtue of believing the same content. Instead, subjects agree in virtue of bearing the same belief-like attitude toward some propositional content or contents.


For many theorists, it is analytic that the contents of belief play some or all of the roles described in §1.2. Accordingly, these theorists should dismiss the above objection as misguided. If it is analytic that subjects disagree just in case they believe inconsistent contents, for instance, then in order to argue for the complex content account, it suffices to argue that subjects can disagree in virtue of having different credences in a proposition. But let me grant for sake of argument that it is not analytic that the contents of belief play the theoretical roles mentioned above. Is there a substantive dispute remaining about whether credences are probabilistic attitudes with simple contents, or simple attitudes with probabilistic contents? At first glance, the difference between these accounts may appear to be a mere difference in bookkeeping. However, although the accounts are empirically equivalent, there are theoretical reasons to prefer the complex content account. The complex content account has explanatory virtues that the complex attitude account does not. These virtues are not decisive evidence for the complex content account, but they are significant enough to merit mention here.


For starters, the complex content account can make use of a significant fact about probabilistic contents, namely that they can stand in just the same logical relations as propositions. For instance, sets of probability spaces are consistent just in case there is some probability space in their intersection. They are inconsistent just in case they are disjoint. Some probabilistic contents together entail another probabilistic content just in case the intersection of the former is a subset of the latter. Against this background, the complex content account provides an explanatory theory of rational relations between beliefs. It is rationally inconsistent to have .6 credence that Jones smokes and .6 credence that she doesn’t. According to the complex content account, these probabilistic beliefs are inconsistent because their contents are inconsistent, and their contents are inconsistent in virtue of the fact that they are disjoint sets of probability spaces. The same goes for the fact that it is inconsistent to have .6 credence that Jones smokes and .5 conditional credence that Brown smokes if Jones does, and yet have merely .2 credence that Brown smokes. By contrast, according to the complex attitude account, these probabilistic beliefs are inconsistent because they are instances of inconsistent attitudes. Is it a primitive fact that the relevant attitudes are inconsistent? If the inconsistency of various belief-like attitudes is not grounded in similarly simple facts about those attitudes, then the complex content account provides a more satisfying explanation of the inconsistency of these beliefs.


This explanatory challenge for the complex attitude account resembles one interpretation of the Frege-Geach problem for noncognitivist accounts of moral language.7 Just as it is inconsistent to believe that Jones smoking is both likely and unlikely, it is inconsistent to believe that murder is both permissible and impermissible. According to moral descriptivists, these beliefs are inconsistent because their contents are inconsistent—that is, because there is no world where both of their contents are true. According to noncognitivists, by contrast, the beliefs are inconsistent because they correspond to inconsistent attitudes, such as the attitudes of tolerance and disapproval. Schroeder 2008a argues that noncognitivists face an explanatory challenge that moral descriptivists do not face. As Schroeder puts it, “tolerance of murder and disapproval of murder are two distinct and apparently logically unrelated attitudes toward the same content,” and therefore the noncognitivist must answer an additional question: “why on earth is it inconsistent to hold them toward the same thing?” (48). The moral descriptivist claims to give a more satisfying account of the inconsistency of certain moral beliefs. Absent any reductive account of the inconsistency of various belief-like attitudes, one might prefer the complex content account of probabilistic belief on similar grounds.


The complex content account not only explains inconsistency relations among probabilistic beliefs, but also allows us to give a unified explanation of inconsistency relations among instances of various belief-like attitudes. Belief itself is a belief-like attitude. It is inconsistent to believe that Jones drinks, that Brown drinks, and that it is not the case that both Jones and Brown drink. These full beliefs are inconsistent because they have inconsistent contents. On the complex content account, the inconsistency of probabilistic beliefs can be explained in just the same way. Just like full beliefs, probabilistic beliefs are inconsistent in virtue of having inconsistent contents. On the complex attitude account, by contrast, probabilistic beliefs are inconsistent in virtue of facts about attitudes. For example, consider the three probabilistic beliefs mentioned earlier, namely the belief that it is .6 likely that Jones smokes, .5 likely that Brown smokes if Jones does, and .2 likely that Brown smokes. On the complex attitude account, these probabilistic beliefs are inconsistent in virtue of facts about the belief-like attitudes that they instantiate.


A final argument for the complex content account is that it makes sense of apparent ordinary language quantification over contents. Suppose that Smith and Brown each start with .6 credence that Jones smokes, but then Brown comes to believe that it is merely .3 likely that Jones smokes. Then we could naturally say that Brown comes to believe something that Smith does not believe. We could also naturally say that there is something that Smith and Brown first agree about and then disagree about, namely whether it is .6 likely that Jones smokes. These claims are easy to make sense of on the complex content account, which identifies the objects of their agreement and disagreement as sets of probability spaces. By contrast, the complex attitude account must understand these quantified claims as elliptical for others, such as the claim that there is a certain belief-like attitude toward some contents that Brown comes to have and Smith does not have.


This argument for the complex content account resembles one traditional argument for the existence of propositions.8 Suppose that Smith believes that Jones is a vegetarian and Brown does not believe that Jones is a vegetarian. Then we could naturally say that there is something that Smith believes and Brown does not. This claim is easy to make sense of on the assumption that there are such things as propositions which are the contents of shared attitudes. In short, ordinary language quantification over propositions gives us some reason to think that we can believe propositions. If this argument is correct, then the same goes for probabilistic contents. The complex content account allows us to take apparent quantification over probabilistic contents at face value.


Advocates of the complex attitude account might try to play the same game, namely finding ordinary language judgments that they are better able to explain. For instance, suppose again that Smith has .6 credence that Jones smokes, while Brown has .3 credence that Jones smokes. Then we might find it intuitive to say that there is something that Smith and Brown have different attitudes about, namely the claim that Jones smokes. The complex attitude account respects this intuition. On the complex attitude account, Smith and Brown have different attitudes about the proposition that Jones smokes, in just the same sense that believing and desiring that Jones smokes are different attitudes about that proposition. Does this constitute a reason for preferring the complex attitude account?


As I see it, the complex attitude account has no big advantage here. The complex content account can explain these same ordinary language intuitions. There is a sense in which beliefs with distinct probabilistic contents may be beliefs about the same proposition. It is just the same sense in which on the traditional picture, beliefs with distinct propositional contents may be beliefs about the same object. Consider the full belief that Jones smokes and the full belief that Jones drinks. These beliefs are both about Jones. But that does not mean that Jones is a content of the beliefs. In the same sense, Smith and Brown both have probabilistic beliefs about the claim that Jones smokes. But that does not mean that the proposition that Jones smokes is a content of their probabilistic beliefs. The semantics for simple sentences defended in §3.5 further develops this comparison between Jones and the claim that Jones smokes. According to many semantic theories, Jones is the semantic value of her proper name, which is a constituent of sentences such as ‘Jones smokes’ and ‘Jones drinks’. According to my semantics, the proposition that Jones smokes is the semantic value of a constituent of sentences such as ‘it is .6 likely that Jones smokes’ and ‘it is .3 likely that Jones smokes’. These sentences have common constituents with the same semantic value, but they do not therefore express attitudes with the same content.


To sum up, we have to choose some way of talking about probabilistic beliefs. I have stated some theoretical arguments for preferring the complex content account over the complex attitude account, where analogous theoretical arguments are sometimes presented as decisive in the context of other debates. As I see it, the arguments in this section justify my presupposing the complex content account as I defend probabilistic assertion and knowledge. Further reasons to endorse the complex content account will emerge as we go along. That being said, it is also important to note that most of the arguments in this book do not depend on the complex content account of probabilistic belief. Advocates of the complex attitude account can accept much of what I say about probabilistic assertion and probabilistic knowledge, while simply rejecting that these are relations to probabilistic contents. For instance, rather than accepting my third central thesis that probabilistic contents can be knowledge, advocates of the complex attitude account can accept the alternative thesis that degreed belief-like attitudes can be knowledge, in just the same sense as full belief attitudes are knowledge.




1.4 Full beliefs


For each proposition, there is a probabilistic content corresponding to that proposition, namely the set of all and only those probability spaces such that the proposition is true at every world in their domain. These sets of probability spaces are boring. They are nominally probabilistic contents: probabilistic since they are sets of probability spaces, but only nominally probabilistic since they represent merely some distinction between possible worlds, namely those that are in their domain and those that are not. All other sets of probability spaces are thoroughly probabilistic contents, including the contents of your credences, conditional credences, and many other probabilistic beliefs.


Since propositions correspond to nominally probabilistic contents, there is a sense in which the former contents of belief can be replaced by the latter. Compare Lewis 1979a on his motivation for representing contents using sets of centered worlds: “when propositional objects of attitudes will do, property objects also will do … We have a one-one correspondence between all propositions and some properties. Whenever it would be right to assign a proposition as the object of an attitude, I shall simply assign the corresponding property” (516). In §3.6, I argue that whenever it would be right to assign a proposition as the content of a belief, we may simply assign the corresponding nominally probabilistic content as the strict content of that belief. This argument is part of my argument for a fairly radical conclusion, namely that probabilistic contents should ultimately replace propositions as the fundamental contents of belief. To be more exact, the full beliefs asserted using simple sentences such as ‘Jones smokes’ have nominally probabilistic strict contents and thoroughly probabilistic loose contents.


Throughout this book, I use ‘proposition’ for whatever objects are traditionally taken to be the contents of full beliefs. If you already have a favorite view of what sort of objects propositions are, you should understand ‘proposition’ as I use it to refer to those objects. It is generally agreed that propositions are the sort of objects that are true or false at worlds. But this claim is compatible with any number of detailed theories of propositions. For all I argue, propositions may be sets of worlds, n-tuples of objects and properties, or interpreted logical forms. At a first pass, probabilistic contents are defined to be sets of probability spaces over these same objects. The surprising conclusion of §3.6 is that even full beliefs have probabilistic contents.


We do not merely have probabilistic knowledge on the cheap. It should be understood that when I say that we can know probabilistic contents, I mean that we can know thoroughly probabilistic contents. We do not have probabilistic knowledge merely because we know some propositions and thereby bear a derivative knowledge relation to some corresponding nominally probabilistic contents. In fact, the situation is reversed. When you bear the knowledge relation to the set of probability spaces such that Jones smokes throughout their domain, you thereby bear a derivative knowledge relation to the set of worlds where Jones smokes. Again, compare Lewis 1979a: when you bear the knowledge relation to the set of centered worlds where Jones smokes, you bear a derivative knowledge relation to the corresponding set of uncentered worlds where Jones smokes. In this carefully limited sense, I accept that propositions can be the contents of belief, assertion, and knowledge. Probabilistic knowledge is fundamental, while propositional knowledge is essentially derivative.


I have argued that the contents of belief are sets of probability spaces, rather than propositions. Why not instead conclude that propositions are sets of probability spaces?9 Strictly speaking, the correct moral of my argument depends on what features propositions have essentially. According to tradition, propositions are the contents of belief, and propositions determine the set of worlds in which a belief is true. I have argued that sets of probability spaces play the former role but not the latter, and I have concluded that not all contents of belief are propositions. But I am not concerned to argue that certain traditional roles of propositions are more essential than others. An alternative conclusion that one might draw from my argument is that it turns out that propositions are not the sort of objects that we thought they were, but rather sets of probability spaces over those objects. According to this conclusion, all sentences have probabilistic contents, and all sentences have propositional contents, because propositions are sets of probability spaces. Readers who prefer this alternative conclusion may translate my arguments accordingly.10




1.5 Alternative roles for contents of belief


According to some referentialist and relationist theories, the contents of belief do not play the theoretical roles described in §1.2. These roles are instead played by guises of contents or by relations among contents. At a first pass, debates about referentialism and relationism are orthogonal to the main arguments of this chapter. Assume for sake of argument that the referentialist or relationist is right, and that the contents of belief are the objects that have guises that play the theoretical roles described in §1.2, or the objects that stand in the relations that play those roles. Then sets of probability spaces are going to have guises that play these roles, or stand in relations that play these roles, and hence sets of probability spaces are going to be contents of belief.


According to referentialist theories of belief, for instance, the content of the belief that Superman flies is the same as the content of the belief that Clark Kent flies. Lois Lane believes this content under one mode of presentation or guise, namely the Superman guise. She believes the negation of this same content under another guise, namely the Clark Kent guise.11 Lois has consistent beliefs—she is merely ignorant, not irrational. But according to the referentialist, her consistent beliefs have inconsistent contents. Having inconsistent beliefs does not amount to believing inconsistent contents, then, but believing contents under inconsistent guises. Just like propositions, guises of propositions stand in logical relations to one another, and the referentialist says that these logical relations ground consistency relations among your full beliefs.12


At a first pass, the same goes for your probabilistic beliefs. Chalmers 2011 argues that referentialist theories fail to account for the fact that Superman credences and Clark Kent credences play different roles in the betting behavior of rational agents. On behalf of referentialists, Braun 2016 responds by pointing out that referentialist theories can account for this fact in the same way that they account for the fact that Superman beliefs and Clark Kent beliefs play different roles in rational behavior. According to the referentialist, explanations of action must appeal to guises in addition to contents of belief. For example, it is intuitively consistent to have high credence that Superman flies and high credence that Clark Kent doesn’t fly. The referentialist can say that these probabilistic beliefs are consistent because you believe the probabilistic content that Superman probably flies under one guise while believing its complement under another. By contrast, if you have high credence that Superman flies and high credence that Superman doesn’t fly, then you believe that Superman probably flies under one guise while believing its complement under an inconsistent guise, and so your beliefs are inconsistent. If having inconsistent beliefs just amounts to believing contents under inconsistent guises, then having inconsistent probabilistic beliefs amounts to believing probabilistic contents under inconsistent guises.


According to relationist theories of belief, neither contents nor guises are adequate to play the theoretical roles described in §1.2. Rather, these roles are played by coordination relations among contents of belief, relations that are not reducible to intrinsic features of those contents. Suppose that Lois believes that Superman flies. According to the relationist view defended in Fine 2009, the reason why Lois can consistently come to believe that Clark Kent doesn’t fly is that “the content of the subsequent belief is not appropriately coordinated with the content of the original belief, even though the content of the two beliefs is the same” (78). At a first pass, it seems again that the same goes for probabilistic beliefs. If you have high credence that Superman flies and high credence that Superman doesn’t fly, then you believe an appropriately coordinated pair of inconsistent probabilistic contents, and that is why your beliefs are inconsistent. If having inconsistent beliefs just amounts to believing appropriately coordinated inconsistent contents, then having inconsistent probabilistic beliefs amounts to believing appropriately coordinated inconsistent probabilistic contents.


To sum up so far, it seems that both referentialists and relationists should accept that we can believe probabilistic contents. At a second pass, though, some of these theories may have difficulty accepting the complex content account. The difficulty does not arise from referentialist or relationist theories as such, but rather from the fact that many of these theories appeal to structured propositions. And the difficulty does not arise from the complex content account as such, but from the fact that it is not trivial to extend theories of full belief in structured propositions to any sort of theory of probabilistic belief.


To spell this out: suppose that propositions are unstructured sets of possible worlds.13 Then propositions are the right sort of object to form an algebra, a collection of sets that is closed under finite operations of complement and union. As a result, functions assigning credences to propositions can be the right sort of object to satisfy the probability axioms. By contrast, suppose that propositions are interpreted logical forms, cognitive event types, or structured Fregean propositions. According to many such theories, propositions are not sets of anything. They are not the right sort of object to form an algebra on which probability measures can be defined. Probabilistic beliefs must be constrained by the axioms of probability. But for many advocates of structured propositions, it is not trivial to say what object is meant to satisfy these axioms.


Advocates of structured propositions might pursue several strategies here. For instance, as long as guises of propositions stand in logical relations, they may form an algebra-like structure, and thereby ground logical relations among guises of probabilistic contents. Similarly, coordination relations among propositions may ground coordination relations among probabilistic contents. Absent the development of more detailed proposals, though, it is difficult to tailor the complex content account to suit particular referentialist or relationist theories. For present purposes, the important point is that the arguments of this chapter are independent of particular strategies for extending theories of propositions to theories of probabilistic belief.


A final challenge for the central argument of §1.2 does not come from any special theory of belief contents, but rather from observations about a special sort of belief. Some of your beliefs are about what the world is like, while others are about your location within it. Self-locating beliefs, or de se beliefs, appear to present a problem for the theoretical roles for belief contents discussed in §1.2. As Ninan 2016 neatly summarizes, “Contents have standardly been thought to play a role in the explanation of action and a role in the characterization of inter-personal cognitive relations like agreement. De se attitudes reveal that no single object can play both roles” (88). The theoretical roles proposed for contents of belief appear to come apart in both directions. For example, Jones and Brown might each open their umbrellas because each believes that she herself is about to get rained on. But they may not thereby agree about anything, if they are opening their umbrellas in different places or at different times. Conversely, you and I might agree that I am in danger of drowning, but believing this content may cause me to thrash around while it causes you to run for help. Agents can be motivated to do the same action without being in agreement, and they can be in agreement without being motivated to do the same action. Hence being motivated to do the same action and being in agreement cannot each just amount to believing the same content.


There are several strategies for responding to this final challenge for my inventory of roles played by contents of belief. Lewis 1979a privileges the role of belief contents in action explanations, denying the assumption that subjects agree just in case they believe the same content. Alternatively, one might maintain that contents of belief can indeed explain action and also ground agreement facts, arguing that one can reconcile the apparent tension between these roles. For instance, some theorists argue that contrary to appearances, the content that I am in danger of drowning does in fact motivate us to do just the same actions. Magidor 2015 suggests that incidental constraints could account for the difference between our actions as I thrash and you run for help. Just as an agent may believe that it is raining but fail to open his umbrella because of some temporary paralysis of the arms, some bystander may fail to thrash my arms around in order to save me from drowning merely because she is physiologically unable to do so. As Dever and Cappelen 2013 would put it, thrashing my arms around is not an actionable content for her. Finally, Stalnaker 2008 and Moss 2012c defend another strategy for reconciling the multiple theoretical roles played by contents of belief—namely, associating multiple contents with a single belief state. For instance, my state of believing that I am drowning may have one de se content that explains my thrashing, as well as a second de dicto content such that our both believing it explains our agreeing about my predicament.14


Any answer to the challenge leaves my §1.2 argument intact. Given any answer, the contents of belief can be identified as the objects that play at least one of the theoretical roles described in §1.2. Since probabilistic contents play all of these roles, it follows that probabilistic contents play the theoretical roles that are played by the contents of belief. For instance, according to Lewis, certain actions are explained only by your believing certain sets of probability spaces over de se propositions. According to other theorists, the same actions can be equally well explained by your believing certain sets of probability spaces over de dicto propositions. In any event, sets of probability spaces over propositions play a valuable theoretical role in explaining action. Just like many theories of propositions, many theories of de se beliefs are consistent with the thesis that probabilistic beliefs are beliefs with probabilistic contents.





1 As explained in §1.2, my starting assumption that we have probabilistic beliefs is distinct from my first central thesis that we believe probabilistic contents.



2 A probability space is an ordered triple consisting of a domain of possibilities, an algebra of propositions, and a probability measure defined on the elements of that algebra. For more detailed discussion, see §2.4.



3 For readers of Holton 2014, I should flag an important terminological difference. Holton uses ‘probabilistic content’ for propositions about probabilities. I have not adopted his terminology. As I see it, propositions about probabilities are not probabilistic contents, any more than propositions about nepotism are nepotistic contents. I reserve the term ‘probabilistic contents’ for sets of probability spaces.



4 For similar assumptions, see Fodor 1987, Loar 1988, and Stalnaker 1991. A contrasting notion of belief content is discussed by referentialists such as Nathan Salmon and Scott Soames. Referentialists say that Superman beliefs and Clark Kent beliefs have the same content, and accordingly deny that belief contents play any of the theoretical roles described in this section. For further discussion of referentialism, see §1.5.



5 Some have argued that propositions must be true at centered worlds if they are to play their intended role in action explanations. For a more detailed discussion of de se belief contents, see §1.5.



6 The case of the two demi-gods is intended to resemble the case of the two gods from Lewis 1979a. If my case seems more objectionable, note that one may suppose that the demi-gods themselves are just the gods that Lewis describes, inhabiting centered worlds that differ with respect to whether it will rain later at the location of the center.



7 Schroeder 2008b provides a survey of literature developing this interpretation, including Hare 1970, Hale 1993, Unwin 1999, and Schroeder 2008a.



8 See Speaks 2014 for a detailed sympathetic discussion of this argument.



9 I am grateful to Zoltán Szabó for encouraging me to address this question.



10 In the next section, I address questions motivated by specific theories of the contents of belief. Readers may skip ahead to chapter 2 without missing significant positive arguments.



11 Classic defenses of referentialism include Schiffer 1978, Salmon 1986, Soames 1987, Richard 1990, and Crimmins 1992.



12 For a recent discussion of this referentialist strategy, see Braun 2016.



13 For a classic defense of this view, see Stalnaker 1984. For alternative theories of unstructured propositions, see Lewis 1979a, Stalnaker 2008, Chalmers 2011, and Ninan 2012.



14 I am indebted to Ninan 2016 for clarifying the nature of this strategy, as well as its potential shortcomings.
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2


 The case for probabilistic assertion




2.1 Familiar arguments against propositional contents of assertion


According to many traditional theories of mind and language, beliefs and assertions essentially serve to distinguish between possibilities. The content of a belief determines a set of possible worlds, namely those where things are just as they are believed to be. The content of an assertion also determines a set of possible worlds, namely those where things are just as they are asserted to be. In the first chapter of this book, I argued for the central thesis that we can believe probabilistic contents. The content of a belief can be a set of probability spaces that does not correspond to any set of possible worlds. In this chapter, I argue that the same goes for contents of assertion. This is the second central thesis of this book: we can assert probabilistic contents.


The rejection of traditional contents of assertion has recently gained momentum in the literature on epistemic possibility modals, expressions such as ‘might’ and ‘possibly’ as used by speakers who are not entirely sure about some subject matter. I begin this chapter by recounting some familiar arguments against the claim that we always assert propositional contents, applying these arguments to sentences containing probability operators. Then in §2.2, I develop three novel arguments for the thesis that we can assert probabilistic contents. The arguments that I develop are different from familiar arguments against traditional theories of assertion, in part because my arguments are more foundational in character. In §2.3, I elaborate on the thesis that we can assert probabilistic contents, namely by describing a model on which probabilistic contents are part of the common ground of a conversation. On this model, probabilistic contents can not only be contents of assertion, but also contents of presuppositions shared by conversational participants.


For simplicity, my arguments in the first three sections of this chapter concern a narrow range of probabilistic beliefs, namely your credences and their consequences. The same can be said for the first chapter of this book. But your thoroughly probabilistic beliefs include more than just these beliefs. Almost everything I say about credences goes equally for probabilistic beliefs expressed using epistemic modals and indicative conditionals, which I briefly discuss in §2.4. Finally, I conclude this chapter in §2.5 by spelling out the relationship between my arguments and contemporary debates about epistemic modals, which I introduce in the remainder of this section.


The starting point for standard truth-conditional theories of epistemic modals is the contextualist semantics defended in Kratzer 1977. According to this semantics, speakers use epistemic modals to assert propositions about contextually determined bodies of evidence, such as the total evidence possessed by certain contextually relevant subjects. For instance, ‘Jones might smoke’ is true at a context just in case it is consistent with the contextually relevant evidence that Jones smokes. At a first pass, epistemic probability operators could be interpreted relative to the same body of evidence, with the result that ‘Jones probably smokes’ is true just in case the evidence makes it probable that Jones smokes. The same goes for other epistemic vocabulary, including epistemic adjectives, epistemic comparatives, and other quantitative measures of epistemic probability. At a second pass, contextualists may prefer to interpret probability operators relative to some contextual feature richer than a body of evidence. Kratzer 1991 interprets ‘probably’ relative to an ordering source intended to represent normality relations between worlds, for instance. Another natural contextualist proposal is that probability operators are interpreted relative to a contextually relevant probability space.1


However these details are spelled out, truth-conditional theories of epistemic vocabulary have recently come under fire for failing to explain four sorts of intuitive judgments about sentences containing epistemic vocabulary. For starters, some opponents argue that contextualist theories fail to explain how assertions made using epistemic vocabulary are assessed by eavesdroppers and other third parties observing conversations from the outside. To modify an example from Egan 2007, imagine that some spies in London are eavesdropping on some criminals in Paris. The criminals are trying to figure out where James Bond is located. The eavesdropping spies are confident that Bond is in London. They overhear that the criminals have collected a lot of misleading evidence suggesting that Bond is in Paris. In addition, the eavesdroppers overhear the following:




(1)    Criminal in Paris: It is unlikely that James Bond is in London.





Egan 2007 suggests that among themselves, the eavesdroppers may then say:




(2)   Eavesdropper in London: No it’s not—Bond is almost certainly in London.





According to one version of the eavesdropping argument, contextualist theories fail to explain why the criminal and eavesdropper are justified in asserting (1) and (2), respectively. On the one hand, suppose the criminal uses ‘unlikely’ in (1) to talk about what is unlikely given some restricted body of evidence, such as her current evidence about Bond’s location. Then the eavesdropper should agree with her assertion, rather than contradicting it. On the other hand, suppose the criminal uses ‘unlikely’ to talk about some greatly expanded body of evidence that includes the knowledge of the eavesdropper. Then it is not clear that she is justified in asserting (1) to begin with, since she can’t rule out the possibility that this expanded body of evidence supports Bond being in London.2


A second concern is that contextualist theories fail to explain retractions of assertions made using epistemic vocabulary. Suppose the criminals eventually find out that Bond is probably in London. Then the criminal who said (1) may retract her assertion, saying that she has discovered that what she said was wrong, that she has changed her mind about it, and that she no longer agrees with what she said. These informed judgments pose the same challenge for the contextualist as the judgments of informed eavesdroppers. If the criminal initially uses (1) merely to talk about some restricted body of evidence, then she should still agree with that assertion after getting more evidence. But if her initial assertion concerns some expanded body of evidence, then again it is not clear why that assertion is licensed. Hence it seems difficult for the contextualist to account for the fact that the initial assertion and the later retraction both sound perfectly fine.3


A third concern for contextualist theories concerns the embedding behavior of epistemic vocabulary. For example, Yalcin 2007 observes that it sounds fine to suppose that it is not raining but that it is probable given some specific body of evidence that it is raining. For instance, (3) sounds fine when embedded in sentences such as (4) and (5):




(3)     Given our evidence, it is probably raining.







(4)    Suppose it is not raining and that given our evidence, it is probably raining.







(5)     If it is not raining and it is probably raining given our evidence …





According to Yalcin, contextualist theories therefore predict that (6) should sound fine in (7) and (8):




(6)     It is probably raining.







(7)     #Suppose it is not raining and it is probably raining.







(8)     #If it is not raining and it is probably raining …





After all, contextualist theories say that we use (7) to assert roughly the same sort of content as (4), namely some proposition about whether it is raining and about what is probable given some body of evidence. The same goes for (8) and (5). Hence Yalcin concludes that the contextualist fails to explain why sentences such as (7) and (8) sound much worse than any sentences that the contextualist might identify as their explicit counterparts.


A fourth and final concern for contextualist theories is that they fail to identify the intuitive subject matter of sentences containing epistemic vocabulary. For instance, Yalcin 2011 argues that sentences like (9) are not adequately paraphrased by sentences like (10)–(12):




(9)     It is likely that Jones smokes.







(10)   Given my evidence, it is likely that Jones smokes.







(11)   Given our current evidence, it is likely that Jones smokes.







(12)   Given everything we know or could easily find out, it is likely that Jones smokes.





When you say (9) and then give reasons for what you say, your reasons do not concern your evidence, but rather the first-order proposition that Jones smokes. According to Yalcin, your beliefs in (10)–(12) partly concern facts about your mental states, whereas your belief in (9) is intuitively not a second-order state of mind. To give another example, your dog Fido can believe that you are probably about to take him outside without being capable of entertaining any second-order belief about what is consistent with his evidence.


These four concerns for contextualist theories motivate alternative theories of assertion, namely theories according to which we do not use sentences containing epistemic vocabulary to assert propositions. In particular, these concerns are addressed by theories on which we use these sentences to assert probabilistic contents. Suppose that the content of ‘it is unlikely that Bond is in London’ is the set of probability spaces that assign less than .5 probability to Bond being in London. The eavesdropping spies will reject that content because they believe an inconsistent probabilistic content, since they have high credence that Bond is in London. The criminal will later retract her assertion of that content for just the same reason. The content of ‘it is probably raining’ and the content of ‘it is not raining’ could easily be disjoint sets of probability spaces, which would explain why it sounds bad to suppose their conjunction. Finally, your dog Fido could believe that you are probably about to take him outside in virtue of having high credence in this claim, without believing any proposition about what is probable given his evidence. In each case, the distinctive behavior of epistemic vocabulary is explained by a theory on which we use it to assert probabilistic as opposed to propositional contents.


The four concerns outlined in this section are the most familiar arguments against contextualist theories of epistemic vocabulary. As I see it, these arguments are intimately connected with the four arguments for probabilistic contents developed in the first chapter of this book. In §1.2, I argued that sets of probability spaces play four theoretical roles that are played by the contents of belief. Facts about probabilistic contents ground facts about when subjects agree or disagree about something, facts about when you count as having changed your mind about something, and rational relations between your beliefs. In addition, probabilistic contents play an important role in rational explanations of action. These four theoretical roles for contents correspond to our four concerns for contextualist theories. The assessments of eavesdroppers reflect the fact that subjects can disagree in virtue of believing inconsistent probabilistic contents. The retraction of assertions made using epistemic vocabulary reflects the fact that mind changing can involve believing inconsistent probabilistic contents at different times. The embedding behavior of epistemic vocabulary reflects the fact that relations between probabilistic contents ground relations of entailment and consistency between beliefs. And very roughly, our intuitions about the subject matter of sentences containing epistemic vocabulary reflect the role of probabilistic contents in rational explanations of action. The fact that Fido has high credence that you are about to take him outside may help explain why he is fetching his leash, for instance, given that fetching his leash is rational for him under those circumstances. Sometimes agents can be intuitively described as acting on probabilistic beliefs, even when they cannot be intuitively described as acting on second-order mental states. The familiar arguments against contextualist theories recounted in this section are natural consequences of my first central thesis that the contents of belief can be probabilistic. The contextualist fails to identify the contents that play various theoretical roles, namely in virtue of casting these roles with propositional rather than probabilistic contents.


Arguments against contextualist theories of epistemic vocabulary support probabilistic theories of assertion. In addition, they support the starting assumption of this book, namely that we have probabilistic beliefs. According to many skeptics about credences, your belief that Jones probably smokes is just another full belief, such as the belief that your evidence supports the claim that Jones smokes. Lance 1995 proposes that “the very subjective probability assignments of Bayesianism themselves should be understood as accepted propositions” (166), namely propositions concerning “the evidence presently available to us” (174). Weisberg 2013 proposes that credences constitute full beliefs about epistemic probabilities, where your epistemic probability for a proposition is the extent to which your knowledge provides evidence for it. According to the anti-contextualist, there are several reasons to deny that probabilistic assertions are in fact just assertions of propositions about your evidence. Analogously, there are several reasons to deny that probabilistic beliefs are in fact just full beliefs in propositions about your evidence. Assessments, retractions, embeddings, and paraphrases of your belief that Jones probably smokes provide evidence that that it is not a full belief in any proposition, but a thoroughly probabilistic belief.




2.2 Foundational arguments for probabilistic contents of assertion


The anti-contextualist arguments I have recounted are controversial. A number of theorists have defended contextualism against these arguments, including Barnett 2009, Sorensen 2009, Dowell 2011, von Fintel and Gillies 2011, and Dorr and Hawthorne 2012. In particular, many have challenged the ordinary language judgments on which most of these arguments depend. In light of these challenges, I want to provide alternative arguments for the claim that we can assert probabilistic contents. To be precise, our aim will be to compare the following views: the propositional content view according to which all assertions have propositional contents, and the probabilistic content view that at least some assertions have probabilistic contents. In addition to arguments concerning ordinary language judgments about particular sentences, we have theoretical reasons to prefer the probabilistic content view. These sorts of reasons do not play a significant role in the existing literature on epistemic modals, although they are occasionally hinted at by several authors. For instance, Forrest 1981 argues that we use ‘probably’ to express a high degree of belief, on the grounds that “to be able to express a high degree of belief rather than merely express a belief is so useful an ability that we should be most surprised if we had no way of expressing a high degree of belief” (44). Swanson 2011 makes a similar argument, and the final paragraph of Yalcin 2012a contains a rhetorical question in the same spirit: “If we are indeed creatures with probabilistically structured and plan-laden states of mind, why should we have adopted a linguistic practice compelling us to squeeze these highly structured states always into a simplistic propositional medium for conversational transmission?” (156–7). In the rest of this section, I develop detailed arguments in the spirit of these abstract claims. Compared with the propositional content view, the probabilistic content view provides us with accounts of belief and assertion that are more unified in three significant respects.


First, the probabilistic content view provides a more unified account of the communication of full beliefs and probabilistic beliefs. According to the opposing propositional content view, full beliefs are communicated directly, while probabilistic beliefs are not. When I believe that Jones smokes, I can assert the very content that I believe. But the contents of probabilistic beliefs are communicated only as a result of the assertion of some propositional content. When I have high credence that Jones smokes, for instance, the propositional content view says that you can only come to share my probabilistic belief in virtue of coming to fully believe some proposition that I assert, such as the content that it is objectively likely given my evidence that Jones smokes. By contrast, the probabilistic content view allows that communicating subjects come to share probabilistic beliefs in just the same way that they come to share full beliefs. When I have high credence that Jones smokes, the probabilistic content view allows that I can assert the very content that I believe.


Second, the probabilistic content view provides a more unified account of the relation between belief and assertion. If we start with the assumption that you believe probabilistic contents, what may we conclude about the contents of occurrent judgments, thoughts that figure in ordinary reasoning? Staffel 2013 gives a thorough and convincing defense of the claim that we can reason with probabilistic beliefs in just the same way that we reason with full beliefs. To modify an example from Staffel, suppose you are having a party and you want it to be attended by as many of your friends as possible. Say that you have one hundred friends, each of whom is such that you have .5 credence that they would come to the party if you held it on Friday. And say you are certain that exactly five friends would come if you held the party on Saturday. Then you may decide to have the party on Friday on the basis of your credences about your friends, rather than on the basis of your full beliefs about which friends would come on each day. Staffel concludes that “any plausible theory of reasoning needs to include degrees of belief among the attitudes that can be involved in reasoning processes” (3550).
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