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Evaluating, Selecting, and Implementing Evidence-Based Practices in School Contexts


Key Issues and Recommendations


Program evaluation is the systematic process of studying a program or practice to determine how well it works to achieve a set of intended goals. This form of evaluation serves three major purposes: (1) program assessment—for documenting or verifying program activities and their effects; (2) program improvement—for finding out where a program may be failing or needs improvement; and (3) strategic management—for providing information that can help an agency or organization to make decisions about how resources should be applied to better serve its mission or goals (Substance Abuse and Mental Health Services Administration, 2012).


The overarching goal of this chapter is to present information that help assist school professionals to make wise and strategic investments regarding effective practices and increasingly scarce resources. To this end, I focus particularly on the third purpose of program evaluation in terms of the strategic management of decisions around the selection, adoption, and use of practices that are more likely to improve the social-behavioral adjustment and school success of students with disruptive behavior problems. Step 1 in this process is to identify a pool of practices that have proven to have an acceptable evidence base undergirding them. Step 2 is to select from among these identified practices in a way that matches the problem and solves it better than what is currently being used. Step 3 is to then apply this practice with high treatment integrity so that its chance of success is maximized. I view this as a consumer protection issue that can be addressed successfully with the tools provided by systematic program evaluation. The sections that follow address each of these major topics.


EVALUATION OF THE EVIDENCE BASE FOR INTERVENING WITH STUDENTS HAVING DBDs


Over the past two decades, there has been a widespread focus on evidence-based approaches to assessment and intervention across a range of disciplines (Flay et al., 2005). This development has stimulated creation of standards and criteria that can be applied in judging the efficacy and effectiveness of such approaches. A corollary development, also stimulated by this emphasis, has been the creation of vetted lists of recommended programs that are promoted by federal and state agencies as being acceptable because of their purported evidence base. The Institute of Education Sciences, the Office for Safe and Drug-Free Schools, and the Office of Juvenile Justice and Delinquency Prevention are all examples of federal agencies that have published lists of recommended programs. Private foundations, such as the Annie E. Casey Foundation, have also produced such lists.


Although these lists are convenient for consumers and have proven valuable at some level in the selection process, we have no assurances that they are based on similar criteria and standards. The review and selection procedures used in this vetting process can also differ markedly across agencies. Smolkowski, Strycker, and Seeley (2014) have recently addressed this issue by contributing an informative analysis of tools and procedures for evaluating research on school-related behavior disorders. Their work and the material presented here allow professional consumers to become more proficient in gauging the efficacy or effectiveness of an intervention. Given the increasing pressures on schools to accommodate a more diverse and difficult student population and, at the same time, to be more accountable for improving outcomes, these procedures may allow school gatekeepers to make more cost-effective decisions about allocating diminishing resources.


Defining what constitutes evidence and basing our actions on the resulting definition is sometimes a challenging task. Some professionals accept what they consider to be evidence only if it fits their preexisting belief systems and they reject any evidence that does not conform to these beliefs. This is a well-established phenomenon from the field of social psychology called cognitive dissonance. Cognitive dissonance describes the tendency of individuals to strive for consistency among their beliefs, attitudes, and behaviors, and any inconsistency among them is rejected out of hand, even in the face of overwhelming disconfirming evidence. For example, if you purchase an expensive new car and it turns out to be a lemon, you may tend to maintain that it is a good car despite its numerous imperfections. In many ways, scientific evidence for or against phenomena operates in much the same way. Kauffman (2014) eloquently captured this notion as follows:




Science is a cruel mistress. It demands doubt and brooks no choice to believe an alternative explanation when the evidence served up by fidelity to its method undermines faith in that alternative. This is a bitter pill for many to swallow, so it is not at all surprising that many politicians and educators—even many special educators, including those who study emotional and behavioral disorders (EBD)—find science unpalatable. (p. 1)





Kauffman goes on to say that it is unsurprising that many individuals have trouble accepting the verdict of scientific evidence since, in order to do so, they first must reject long-held, cherished beliefs and values.


An excellent example of this is facilitated communication, which maintains that individuals with autism and intellectual disability have hidden or undiscovered levels of communicative ability that must be “facilitated” by an expert. However, most controlled studies of this technique have unequivocally shown that facilitators were unintentionally cuing the target participant, thus reflecting the facilitator’s expectations rather than the actual communicative skills of the individual being assisted (Myles & Simpson, 1996). On the surface, this method seems harmless, but it has actually ruined the lives of innocent persons. For example, a number of individuals have served prison sentences based on flawed convictions supported by false evidence of victimization generated by facilitated communication.


What Is Evidence?


To be a sophisticated consumer of scientific knowledge, one must understand the criteria and standards used to identify and establish what constitutes acceptable levels of evidence. Different fields have varying standards that are used to judge evidence. In physics, scientists provide evidence about the laws of nature from either quantum theory or the theory of relativity. Quantum theory is concerned with the discrete rather than continuous nature of phenomena at the atomic and subatomic level, whereas relativity is concerned with the description of phenomena that take place from the perspective of an observer. Each theory in physics uses somewhat different standards for what each considers admissible evidence (Issacson, 2007). In contrast, the law relies on several types of evidence that are used to establish an individual’s guilt or innocence. There is direct evidence (e.g., physical evidence, eyewitness testimony, confession) and circumstantial evidence (e.g., past behavior, character testimony, expert witness). Each of these types of evidence is weighed differently by juries and judges. Finally, in paleontology, different types of evidence are used to support the theory of evolution. These types of evidence might include fossil evidence, genetic evidence (DNA), or distributional evidence (i.e., species are not randomly distributed across different geographic regions). Charles Darwin’s remarkable work on the origins of species comes to mind in this context regarding his ability to make discrete observations of natural events and then synthesize them in ways that supported his theory of evolution.


Some individuals and organizations falsely dichotomize interventions and practices into evidence-based and non-evidence-based categories. In our view, research evidence does not fall neatly into these two categories. Rather, research evidence is best thought of as existing on a continuum anchored by evidence-based and non-evidence-based poles. This requires that we think in terms of levels or strata of evidence demonstrating stronger or weaker forms of scientific support. Kazdin (2004) distinguished between an absolute threshold versus a hierarchical approach to evaluating evidence. The threshold method is an absolute standard, whereas the hierarchical method is a relative standard that considers a range of evidence generated by different research methods. We subscribe to the hierarchical method for establishing an evidence base for certain practices and procedures. Determining whether a particular treatment or practice is evidence based requires that we evaluate the research methodology used. That is, to what extent does the methodology control for various threats to internal validity, external validity, construct validity, and statistical conclusion validity (Shadish, Cook, & Campbell, 2002)?


It is important to distinguish between the terms evidence-based treatments and evidence-based practices. Evidence-based treatments are interventions that have been shown to be efficacious through rigorous research methods that have good internal validity. In contrast, evidence-based practices are intervention approaches rather than specific intervention(s) applied to an individual. Evidence-based treatments are used to make decisions about individual students (e.g., being classified as a responder or a nonresponder to a particular treatment). Evidence-based practices are grounded in scientific research that supports implementation of certain intervention approaches because across studies, implementation groups, sites, investigators, and contexts, they consistently produce positive outcomes. An example of an evidence-based practice is the response-to-intervention (RTI) paradigm that is applied in order to change, continue, or terminate an intervention for an individual student using sensitive progress monitoring procedures (Walker & Shinn, 2010).


Another important distinction is between efficacy research and effectiveness research. Efficacy research focuses on the measurable effects of specific interventions, with the randomized controlled trial being the prototypical example (Nathan, Stuart, & Dolan, 2000). Efficacy studies compare one or more experimental treatments with one or more control conditions (e.g., no-treatment controls, wait-list controls, or placebo). Efficacy studies have high internal validity, meaning they are carried out under tight experimental conditions that control for most potentially confounding factors and typically use short-term, targeted outcome measures.


Effectiveness research seeks to determine whether treatments have measurable beneficial effects across broad populations and in real-world settings (Nathan et al., 2000). Effectiveness research typically is high in external validity (generalizability) and is concerned with the extent to which a causal relationship is established and persists in the face of variations in settings, persons, treatments, and outcomes (Shadish et al., 2002). Effectiveness research typically uses broadly defined outcome measures rather than the specific, narrowly construed outcome measures that are typically used in efficacy research. As a rule, effect sizes are smaller for effective than efficacious interventions because effective interventions are (1) implemented in real-world, sometimes chaotic schooling conditions and (2) they are implemented in the absence of the supports, technical assistance, and trouble-shooting typically provided by their developers in the efficacy evaluation process. As a rule, interventions considered to be effective are preferred, as they have passed the difficult test of “real-world” application (i.e., they work under the normal conditions of schooling). However, such interventions are not always available for solving particular problems, so less robust intervention approaches may have to be considered.


Types of Research Evidence


Evidence-based practices have the goal of gathering the best research evidence related to intervention strategies to prevent or ameliorate the effects of disruptive behavior problems in children and youth. Multiple types of research evidence are used to support evidence-based practices, among them (1) efficacy studies, (2) effectiveness studies, (3) cost-effectiveness studies, (4) longitudinal intervention outcome(s) studies, and (5) epidemiological studies. Various types of research designs are better suited to answer certain questions than others (Smolkowski et al., 2014). These designs include the following:


	Observation of DBDs within target settings, including case studies, can be a valuable source of hypotheses generation concerning the behavioral challenges of children and youth, and their value is often underestimated.


	Qualitative research can be used to describe the subjective or “real-world” experiences of individuals undergoing an intervention procedure.


	Single-case experimental designs are useful in drawing causal inferences about the effectiveness of interventions for individuals in a controlled manner.


	Epidemiological research can be used to track the availability, utilization, and acceptance of various intervention procedures.


	Moderator/mediator studies can be used to identify correlates of intervention outcomes and to establish the mechanisms of change in specific intervention procedures.


	Randomized controlled trials (RCTs) or efficacy studies can provide the strongest types of research evidence that protects against most threats to the internal validity of a study.


	Effectiveness studies can be used to assess the outcomes of interventions in less controlled, real-world settings and to determine whether causal relationships persist across individuals, treatment agents, settings, and/or participants.


	Meta-analyses of the research literature provide a quantitative metric or index concerning the effects of multiple studies on various target populations, age groups, genders, and/or settings.



The types of research evidence developed by using the above methodologies can be rank ordered in terms of their strength based on research design logic. As such, observations can be used to formulate hypotheses and describe outcomes but cannot be used to draw causal inferences about a phenomenon. Single-case experimental designs can be used to draw causal inferences about the effect of an intervention on a given individual, but these effects cannot be generalized to other individuals with different types of problems. RCTs can be used to draw causal inferences about the efficacy of an intervention under tightly controlled conditions, but cannot be generalized to other populations, settings, therapists, or participants under less controlled conditions. Meta-analyses can provide estimates of the effect sizes of interventions, but cannot be used to draw causal inferences about the effects of specific interventions on specific individuals.


Threats to Valid Inference Making


All science depends on the validity of making inferences about phenomena under investigation. Validity refers to the truth of an inference or the extent to which evidence supports an inference being true or correct (Shadish et al., 2002). In the philosophy of science, correspondence theory states that a knowledge claim can only be true if it corresponds to what we know about the real world. However, what we think we know about the real world may have different interpretations. A good example of this can be found in quantum physics and the uncertainty principle. The uncertainty principle states that the very act of observing something affects the accuracy of that observation. This implies that no objective reality exists apart from our observations of this reality. This is at odds with what is assumed to be true in classical physics, which maintains that an objective reality exists apart from our ability to measure it. This disagreement between what is known to be “truth” about the universe by quantum physics and by classical physics created intense debates in the 1920s and 1930s between Niels Bohr and Albert Einstein regarding the nature of the universe (Issacson, 2007).


The goal of research methodology is to design studies that uncover relations among variables that might not otherwise be obvious from casual observation. Research designs help us simplify complex situations in which many variables are simultaneously operating and help researchers to control and/or isolate variables of interest, thus ruling out alternative, competing explanations for the data collected in a study. The degree to which any research design is successful in ruling out plausible rival hypotheses is not absolute, but rather one of degree. Four types of validity are typically considered in this context: internal validity, external validity, construct validity, and statistical conclusion validity (Shadish et al., 2002).


Internal Validity


Internal validity refers to the degree to which a researcher can attribute changes in a dependent or outcome variable to systematic, manipulated changes in an independent (intervention) variable while simultaneously ruling out alternative explanations. Threats to internal validity include history, maturation, instrumentation, statistical regression, selection biases, attrition, and the interaction of selection biases with other threats to internal validity (Shadish et al., 2002). The RCT is the gold standard for protection against virtually all threats to the internal validity of a research investigation. Single-case experimental designs also provide protection from many, but not all, threats to internal validity. Quasi-experimental designs, which do not involve random assignment, don’t provide this level of protection against internal validity threats and can lead to erroneous conclusions.


External Validity


External validity refers to the generalizability of the results of a research study. It is concerned with the extent to which a study’s results can be generalized to other populations, therapists/teachers, settings, treatment variables, and measurement variables. External validity is concerned with the boundary conditions or limitations of research findings. Whereas internal validity is concerned with attributing changes in a dependent variable to an independent variable, external validity is concerned with the extent to which the same effect would be obtained with other participants, other therapists, other settings, and with different methods for measuring outcomes.


Internal validity is the central concept in efficacy studies that investigate phenomena under rigidly controlled conditions, whereas external validity is the key concept in effectiveness studies that investigate phenomena in real-world settings or conditions. Several threats to external validity have been noted and are classified into four broad categories: sample, stimulus, contextual, and assessment characteristics (Bracht & Glass, 1968).


Construct Validity


Construct validity establishes the basis for interpreting the causal relation between an independent variable and a dependent variable. Shadish et al. (2002) have identified numerous threats to the construct validity of a study, which include inadequate explication of constructs, construct confounding, mono-operation bias, mono-method bias, and treatment diffusion. Each of these threats can compromise the interpretation or meaning of a particular research finding, thereby creating confusion about why treatments are successful or unsuccessful. In contrast, internal validity is concerned with whether an independent variable was responsible for changes in a dependent variable. Construct validity concentrates on the reason or explanation of a change in a dependent variable brought about by an independent variable. The construct validity of a study is based on two questions: What is the intervention? What explains the causal mechanism for change in a dependent variable?


For example, parent management training (PMT) has a long and well-established history as a treatment for disruptive behavior problems (Eyberg et al., 2008; Patterson, Reid, Jones, & Conger, 1975). PMT focuses on teaching parents basic behavioral principles to modify and monitor child behavior problems. The reason PMT brings about substantial changes in children’s disruptive behavior patterns is that it substantially reduces coercive interactions between parents and children by eliminating negative reinforcement process that sustain and strengthen problem behaviors (Patterson, 1982).

